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Å The 101 and 201 exams are 90 minutes in duration. 

Å The 101 and 201 exams each have 80 questions. 

Å The questions are all multiple choice. 

Å There are no true/false questions.

Å There are no ñall of the above/none of the aboveò questions. 

Å The questions are not adaptive.

Å Some questions have exhibits. It is best to view the entire exhibit to answer the question. 

Å Questions can be flagged, reviewed and re-answered within the 90-minute exam time limit.

Å Exams are delivered at Pearson VUE testing centers and events like the Public Sector Symposium. 

Å Exams taken at the Public Sector Symposium will be delivered this Thursday. 

Å Exams will be delivered on iPads in a quiet room at this venue.

Å Government-issued IDs are required to take exams.

F5 Certification Exam Structure and Delivery

F5 101 exam - Application Delivery Fundamentals
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F5 Certification Badges 
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PASS = 245

F5 Certification Exams ï Scaled Scoring

https://education.f5.com/hc/en-us/articles/4403992805019-How-does-Scaled-Scoring-work-

Questions? Email support@mail.education.f5.com

How does scaled-scoring work? 

Scaled-scoring is a method of score reporting 
that standardizes scores across exams, 
different exam forms, and exam versions. 

Instead of reporting exam results as a 
percentage of total items answered correctly 
and having different required passing 
percentages for each exam, all F5 exams are 
scored on a scaled-score basis, where your 
score will range from a possible 100-350 
points; all F5 exams are calibrated for a 
passing score of 245 on that scale.

https://www.linkedin.com/groups/85832/results/content/?keywords=ken%20salchow
https://education.f5.com/hc/en-us/articles/4403992805019-How-does-Scaled-Scoring-work-
mailto:support@mail.education.f5.com
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ÅAfter first failure, you must wait 15 days to re-test

ÅAfter second failure, you must wait 30 days to re-test

ÅAfter third failure, you must wait 45 days to re-test

ÅAfter fourth failure, you must wait 1 calendar year to re-test

Å5th and subsequent failed attempts, you must wait 90 days

F5 Certification Exam Retake Policy:
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Å https://www.f5.com/services/certification

Å Scroll to the Candidate Portal link to register and create an account 

Å Fill out the form information

Å Receive email with F5 Candidate ID

Å Follow email instructions

Å Register for exam today!

F5 Certification Candidate Registration (How do I get 
started?)

https://www.f5.com/services/certification
https://www.certmetrics.com/f5certified/login.aspx?ReturnUrl=%2ff5certified%2f
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Practice Exams through Zoomorphix at www.examstudio.com
You will be able to setup account through Cert Program Enrollment Process

Additional F5 Certification Resources

© 2017 F5 NETWORKS

http://www.examstudio.com/
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Study groups on LinkedIn
F5 Certified Professionals  https://www.linkedin.com/groups/85832 
LinkedIn ï F5 Certified! ï 101 https://www.linkedin.com/groups/6711359/profile
LinkedIn ï F5 Certified! ï 201 https://www.linkedin.com/groups/6709915/profile

Free online training courses 
Getting Started with Local Traffic Manager
https://f5u.csod.com/ui/lms-learning-details/app/curriculum/b4332395-f110-48e1-9b86-5214e2e8165c

Additional Resources 

https://www.linkedin.com/groups/85832
https://www.linkedin.com/groups/6711359/profile
https://www.linkedin.com/groups/6709915/profile


Section 4:
Knowledge
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EXPLAIN COMMON USES FOR ICMP

ÅExplain the purpose of an IP TTL

ÅExplain the purpose of ICMP echo request/reply

ÅExplain reasons for ICMP unreachable

Objective 4.01
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ICMP

Objective 4.01
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Explain common uses for ICMP

ÅExplain the purpose of an IP TTL

Åhttps://en.wikipedia.org/wiki/Keepalive

Objective 4.01

https://en.wikipedia.org/wiki/Keepalive
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Explain common uses for ICMP

ÅExplain the purpose of ICMP echo request/reply

Åhttps://en.wikipedia.org/wiki/Ping_(networking_utility)

ÅICMP Tools

ÁPing

ÁTraceroute

Objective 4.01

https://en.wikipedia.org/wiki/Ping_(networking_utility)
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Explain common uses for ICMP

ÅExplain reasons for ICMP unreachable

Åhttps://en.wikipedia.org/wiki/Internet_Control_Message_Protocol

Objective 4.01

https://en.wikipedia.org/wiki/Internet_Control_Message_Protocol
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MAP FUNCTIONALITY TO OSI MODEL

ÅIdentify the layer for a MAC address

Å Identify the layer for a UDP/TCP port 

Å Identify the layer for an IP address

Å Identify the layer for applications

Objective 4.02
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7 Standard Layers in the OSI Model
With examples at each layer

L7. HTTP (web), SMTP (email)

L6. JSON, XML, MIME

L5. NetBIOS, RPC

L4. TCP (data), UDP (streaming)

L3. IP (IPv4), IPv6, ping

L2. WiFi, Ethernet
L1. Cat6 cable, fiber optic, radio

Application

Network

Session

Transport

Presentation

Data Link

Physical
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Protocol Data Unit (PDU)

ÅOSI model

ÅProtocol data units of the OSI model are:

ÅThe Layer 4: transport layer PDU is the segment

ÅThe Layer 3: network layer PDU is the packet.

ÅThe Layer 2: data link layer PDU is the frame.

ÅThe Layer 1: physical layer PDU is the bit

COMMIT TO MEMORY!: A PDU IS COMPOSED OF PROTOCOL-SPECIFIC CONTROL INFORMATION AND USER DATA

https://en.wikipedia.org/wiki/OSI_model
https://en.wikipedia.org/wiki/Transport_layer
https://en.wikipedia.org/wiki/Packet_segment
https://en.wikipedia.org/wiki/Network_layer
https://en.wikipedia.org/wiki/Network_packet
https://en.wikipedia.org/wiki/Data_link_layer
https://en.wikipedia.org/wiki/Frame_(networking)
https://en.wikipedia.org/wiki/Physical_layer
https://en.wikipedia.org/wiki/Bit
https://en.wikipedia.org/wiki/Payload_(computing)
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EXPLAIN USE OF TLS/SSL

ÅExplain the purpose of TLS/SSL certificates (self signed vs CA signed)

Å Explain the rationale for using TLS/SSL

Objective 4.03
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Explain use of TLS/SSL

ÅExplain the rationale for using TLS/SSL

Objective 4.03
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Explain use of TLS/SSL

ÅExplain the purpose of TLS/SSL certificates (self signed vs CA signed)

Objective 4.03
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EXPLAIN THE FUNCTION OF A VPN

ÅExplain the rationale for using VPN (privacy, encryption, anonymity)  

ÅIdentify valid uses for VPN

Objective 4.04
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Explain the function of a VPN

ÅExplain the function of a VPN

Åhttps://en.wikipedia.org/wiki/Virtual_private_network

Objective 4.04



©2024 F525

Explain the function of a VPN

ÅExplain the rationale for using VPN (privacy, encryption, anonymity)

Objective 4.04
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EXPLAIN HIGH AVAILABILITY

ÅExplain methods of providing HA integrity

ÅExplain methods of providing HA

ÅExplain advantages of HA

Objective 4.05
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Objective 4.05 

Explain advantages of HA

Internet

Clients

Servers

BIG-IP LTMs

ÅExplain high availability (HA) concepts
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Explain high availability (HA) concepts

ÅExplain methods of providing HA

ÅActive/Active

ÅActive/Passive

ÅDevice service clustering

Objective 4.05
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EXPLAIN HIGH AVAILABILITY

Å Explain methods of providing HA integrity

ÅSystem Fail-safe: monitors various hardware components, as well as the heartbeat of various system services

ÅVLAN Fail-safe: monitors network traffic going through a specified VLAN

ÅGateway Fail-safe: monitors traffic between an active BIG-IP® system in a device group and a pool containing a gateway 

router

Objective 4.05
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EXPLAIN HIGH AVAILABILITY

ÅExplain the purpose of DNS 

ÅGiven a list of tools, select the appropriate tool to confirm DNS resolution is 

successful for a host name 

ÅExplain what syslog is 

ÅExplain the purpose of NTP

ÅExplain SNMP as it pertains to ADC element monitoring

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

ÅExplain the purpose of DNS

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

Å Given a list of tools, select the appropriate tool to confirm 

DNS resolution is successful for a host name

Åhttps://blog.dnsimple.com/2015/02/top-dns-lookup-tools/

ÅDNS Tools - ñnsLookupò, ñdigò and ñhostò

Objective 4.06
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

ÅExplain what syslog?

Objective 4.06
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Network Time Protocol

ÅExplain the purpose of NTP

Åhttps://en.wikipedia.org/wiki/Network_Time_Protocol

Objective 4.06

https://en.wikipedia.org/wiki/Network_Time_Protocol
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Explain reasons for support services (DNS, NTP, syslog, SNMP, etc)

ÅExplain SNMP as it pertains to ADC element monitoring

Objective 4.06



Section 1: 
Configuration
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Å Open Systems Interconnect (OSI) Model intro

Å Virtual Local Area Networks (VLANs) & how to configure

Å Self IPs

Å Routers ï Firewalls ï Switches

Å IP address classes and subnetting

Å Network Address Translation (NAT) & Dynamic Host configuration 

Protocol (DHCP)

Å Address Resolution Protocol (ARP)

Å Routes and Routing Tables

Å Application Delivery Controller (ADC)

Agenda Section 1: 
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7 Standard Layers in the OSI Model
With examples at each layer

L7. HTTP (web), SMTP (email)

L6. JSON, XML, MIME

L5. NetBIOS, RPC

L4. TCP (data), UDP (streaming)

L3. IP (IPv4), IPv6, ping

L2. Wi-Fi, Ethernet
L1. Cat6 cable, fiber optic, radio

Application

Network

Session

Transport

Presentation

Data Link

Physical
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DEFINITION:

A Virtual Local Area Network is any broadcast domain 

that is partitioned and isolated in a computer network at 

the data link layer (OSI Layer 2).

WHY use VLANs?

Å Reduces the size of broadcast domain ï increases 

network performance

Å Reduce network maintenance tasks

Å Group endpoints by functional roles even if physically 

dispersed

Å Improves security by separating traffic via network 

segmentation

VLANs
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Untagged interfaces

You can create a VLAN and assign interfaces to the VLAN as 

untagged interfaces. When you assign interfaces 

as untagged interfaces, you cannot associate other VLANs 

with those interfaces. This limits the interface to accepting 

traffic only from that VLAN, instead of from multiple VLANs.

Tagged interfaces

If you want to give an interface the ability to accept and 

receive traffic for multiple vlans, you add the same interface 

to each VLAN as a tagged interface. When you assign 

interfaces as tagged interfaces, you can associate multiple 

VLANs with those interfaces.

Tagged vs Untagged Interfaces

Untagged

Interfaces

Tagged

Interfaces
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If you wish to have more than one VLAN over the same 

physical interface or trunk

Place interfaces and trunks into the Untagged or Tagged 

boxes

Untagged interfaces do not require a Tag be entered

ÅThe BIG-IP will assign a Tag to logically separate internal 

traffic

Tagged interfaces run 802.1q VLAN tagging

ÅYou need to manually enter the tag

Tagged vs Untagged Interfaces

Manual Chapter : VLANs VLAN Groups and VXLAN 

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html
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Given a set of requirements, configure VLANs 

Objective 1.01

Assign a numeric tag to the VLAN if 

required

ÅAssigning a tag number to the VLAN

ÅAssociate an interface as tagged or 

untagged
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Objective 1.01

Given a set of requirements, configure VLANs 

ÅF5 VLAN Tagging = Cisco Trunking ï Allowing interface to 

carry more than 1 VLAN

ÅF5 Trunk = Cisco Port Channel ï Grouping interfaces to 

carry data

ÅDouble Tagging (Q-in-Q This functionality is rarely used in 

Enterprise architectural design)

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-

administration-14-1-0/vlans-vlan-groups-and-vxlan.html

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/vlans-vlan-groups-and-vxlan.html


©2024 F544

ÅWith BIG-IP trunking you can set up LACP 802.3ad (default) or EtherChannel (Cisco link aggregation, support PAgP)

ÅInterfaces must be untagged to be added to a trunk

ÅIMPORTANT: A BIG-IP trunk is not equivalent to a Cisco trunk which is VLAN tagging

ÅCisco terminology uses Port Channel for link aggregation

BIG-IPS ACCEPT BOTH LACP (DEFAULT) AND ETHERCHANNEL LINK AGGREGATION 

BIG-IP Trunks

A trunk is created from the Network >> Trunks 
Once created the trunk shows up as an interface
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Command Line TMSH Introduction

The structure of tmsh is hierarchical and modular.

The highest level is the root module, which contains subordinate modules: 

auth, cli, gtm, ltm, net, sys and wom. Use the command help with no 

arguments to display the module hierarchy relative to the current module.

The gtm (dns), ltm, net, sys, and wom modules also contain subordinate 

modules. All modules and subordinate modules contain components.

To display the list of modules and components that are available in the current 

module press Tab or ? at the tmsh prompt.

tmsh list ï displays the configuration of an object(s)

tmsh show ï displays the information of an object(s)

Examples of TMSH commands for VLAN, self-ip, and interfaces

https://support.f5.com/csp/article/K14961

https://support.f5.com/csp/article/K14961
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Examples of TMSH commands for VLANs, tagging and 

modifications

https://support.f5.com/csp/article/K14961

Creating untagged & tagged VLANs 
via TMSH commands

https://support.f5.com/csp/article/K14961
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Objective 1.01
Given a set of requirements, configure VLANs 

SELF IP

Determine appropriate layer 3 addressing for VLAN

ÅLayer 3 addressing for VLAN

ÅVLAN association with a self IP address



©2024 F548

Types of Self IPs

A static (non-floating) self IP address is an IP address that the BIG-IP 
system does not share with another BIG-IP system. 

ÅAny self IP address that you assign to the default traffic group traffic-
group-local-only is a static self IP address.

ÅIf the BIG-IP goes down, the static self IPs go down with it.

A floating self IP address is an IP address that two BIG-IP systems share. 

ÅAny self IP address that you assign to the default traffic group traffic-
group-1 is a floating self IP address. 

ÅOr any other traffic group that is NOT traffic-group-local-only

ÅA floating self IP only responds on the Active BIG-IP, if the Active BIG-IP 
goes down the floating self IP is activated on another BIG-IP in the Device 
Service Cluster

You should understand the difference between floating and non-floating 

self IPs. There are two types of self IP addresses that you can create:
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Self IPs
( tmos)# list net self
net self floating - ip  {
    address 10.1.20.240/24
    floating enabled
    traffic - group traffic - group - 1
    unit 1
    vlan server_vlan
}
net self ha_ip  {
    address 192.168.20.245/24
    allow - service {
        default
    }
    traffic - group traffic - group - local - only
    vlan ha_vlan
}
net self server_ip  {
    address 10.1.20.245/24
    traffic - group traffic - group - local - only
    vlan server_vlan
}
net self client_ip  {
    address 10.1.10.245/24
    traffic - group traffic - group - local - only
    vlan client_vlan
}

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/self-ip-addresses.html

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/self-ip-addresses.html
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Create Self IP 

tmsh create net self nameofip  address IP address/netmask vlan vlan_name

tmsh create net self customer_vlan_ip address 10.1.20.241/24 vlan internal  

Adds the self IP address 10.10.10.24with name ñcustomer_vlan_ipò to the VLAN namedinternal

Modify Self IP

tmsh modify net self ipaddress /mask vlan vlan_name  traffic - group traffic - group - name

tmsh modify net self 10.1.1.1/16 vlan external traffic - group /common/traffic - group - 1

assigning ipaddress 10.1.1.1 to traffic group 1 (making it a floating ip )

K14961: Create and modify VLANs using the tmsh utility

https://my.f5.com/manage/s/article/K14961

Creating Self IP via TMSH

https://my.f5.com/manage/s/article/K14961
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Port Lock down via TMSH or GUI
The port lockdown feature allows you to secure the BIG-IP system 

from unwanted connection attempts by controlling the level of access 

to each self IP address defined on the system.

K17333: Overview of port lockdown behavior (12.x - 17.x)

https://my.f5.com/manage/s/article/K17333

https://my.f5.com/manage/s/article/K17333
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Explain the function and purpose of a router, of a 

firewall and of a switch.

Router: Layer 3 ï receives and forwards data packets 

between computer networks (WAN). 

Firewall: Layer 3, 4 ï monitors & controls 

incoming/outgoing network traffic

Switch: Layer 2 ï connects devices using packet 

switching (LAN)

Objective 1.02
Determine switch, router, & application connectivity requirements
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Routers: Layer 3

ÅRouters (directs) network traffic based on IP address and Protocol

ÅA routing protocol specifies the criteria and rules to use to send the data 

packets. It could be hop based, time based etc.

ÅRouters maintain routing tables ï constantly updating them depending on 

comms with other routers

ÅRouters usually connect LANs/CANs to WANs

ÅRouters can prioritize data

ÅSome types are Core, Edge, Wireless, Virtual

Objective 1.02
Determine switch, router, & application connectivity requirements
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Firewall: Traditionally Layer 3 & 4 -  Now up to layer 7

Works as a gate guard for networks and applications ï creates a barrier between 

protected and unprotected networks.

Traditional: IP address checks and ports and protocol (tcp or udp)

ÅData coming or destined to certain IP addresses or Ports allowed/blocked based 

on policy 

Modern: Traffic type and/or content

ÅInspect content for bad traffic (executables, scripts, SQL injection, etc.)

ÅWeb Application Firewall (WAF), Web Application API Protection (WAAP, 

securing API endpoints)

Objective 1.02
Determine switch, router, & application connectivity requirements
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Switches: Layer 2 & 3

ÅConnects networked devices within a LAN/CAN using packet switching

ÅUses Media Access Control (MAC) addresses to forward data at layer 2 - 

smart switches can also work at layer 3 ï Multilayer or Smart Switches

ÅNetwork packets get turned into òFramesò with Source/Destination MAC

ÅSwitches create a collision domain per port vs hubs that are all part of 

collision domain 

Objective 1.02
Determine switch, router, & application connectivity requirements
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Interpret network diagrams

Objective 1.02
Determine switch, router, & application connectivity requirements
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Interpret network diagrams

Objective 1.02
Determine switch, router, & application connectivity requirements
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Given a set of requirements, assign IP addresses 

IP addresses and Subnetting

ÅIP: 32 bits, 4 octets, 0-255 (256 values)

ÅNetmask: Defines how many bits are for network and how many for 

the host addresses

ÅWithin each octet position values are: 128 64 32 16 8 4 2 1 Ą added 

up equals 255 per octet

Å192.168.4.40/25 Ą /25 means take 25 bits for the network (netmask) 

Ą 255.255.255.128

Å192.168.4.40 Ą convert IP to binary Ą 

11000000.10101000.00000100.00101000

ÅApply netmask in binary Ą 11111111 . 11111111 . 11111111. 10000000

ÅHosts = 2 to the x power (how many 0s)  

ÅNetworks: 2 to the x power (how many 1s in octet) 

Objective 1.03
IP Address: 192.168.10.15

IP Address: 172.16.20.55

IP Address: 10.11.12.99
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Given a set of requirements, assign IP addresses 

Interpret address and subnet relationships

ÅGiven notation of 195.14.6.2/25, what is the network 

address, last useable address and netmask? 

Å 195.14.6.0, 195.14.6.126, 255.255.255.128

ÅGiven notations of 201.10.11.22/28, what addresses are in 

my network and what is the network address?

Å201.10.11.22 Ą convert IP to binary Ą 

11001001.00001010.00001011.00010110

ÅApply netmask in binary Ą     

11111111 . 11111111 . 11111111. 11110000

ÅHosts = 2 to the power of 4 (how many 0s)  Networks: 2 

to the power of 4 (how man 1s in octet)                  

Å  255.255.255.240 netmask, 16 networks 16 host, 

201.10.11.16-32, 17-30 useable

Objective 1.03
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Understand public/private, multicast 

addressing, and broadcast concepts

5 Classes of IPv4 addresses: A,B,C,D,E 

ï only talk about A,B,C

ÅA: 1.0.0.0 ï 127.0.0.0 /8 

ÅB: 128.0.0.0 ï 191.255.0.0 /16 

ÅC: 192.0.0.0 ï 223.255.255.0 /24

IPv4 Private Addresses

ÅA: 10.0.0.0 /8 

ÅB:172.16.0.0 /12 (172.16. ï 172.31.) 

ÅC:192.168.0.0 /16

Objective 1.03
Given a set of requirements, assign IP addresses 

RFC1918 ï IPv4 Public & Private Address Space

Multicast Addressing ï 224.0.0.0 thru 
239.255.255.255 ï Video conferencing

Broadcast IP ï All hosts, ex: 255.255.255.255

Classless Interdomain Routing (CIDR)/supernetting 
saves address space, more efficient

https://datatracker.ietf.org/doc/html/rfc1918
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Given a set of requirements, assign IP addresses 

Objective 1.03

A valid IPv6 address = 128 bits

Å8 groups of 4 hexadecimal digits (0-9,a-f) separated by colons

Å 2345:0425:2CA1:0000:0000:0567:5673:23b5

ÅLeading 0ôs can be omitted when writing it. The above can be 
written like:

Å 2345:425:2CA1:0:0:567:5673:23b5

ÅContiguous 0ôs can be omitted: The above can be written like:

Å 2345:425:2CA1::567:5673:23b5

ÅContiguous 0ôs can only be abbreviated once as ::, otherwise 
they must show :0:0

ÅExample: convert IPv4 127.0.0.1 to IPv6 
(https://tools.ietf.org/html/rfc2373)

Åhttp://www.ciscopress.com/articles/article.asp?p=2803866

https://tools.ietf.org/html/rfc2373
https://www.ciscopress.com/articles/article.asp?p=2803866
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Purpose of NAT

A Network Address Translation (NAT) is a mapping of one 

IP address to another IP address. This mapping can be a 

translation of source, destination, or both. A NAT can be 

outbound or inbound.

Outbound NAT

Outbound NAT translates an internal source address to a 

public address. A NAT can also be used to translate an 

internal nodeôs IP address to an Internet routable IP address.

Inbound NAT

Inbound NAT translates a public destination address to an 

internal address. When an external client sends traffic to the 

public IP address defined in a NAT, BIG-IP translates that 

destination address to the internal node IP address.

Objective 1.03
Given a set of requirements, assign IP addresses 

Explain the function and purpose of NAT
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Explain the function and purpose of DHCP

ÅPurpose of DHCP ï network management protocol

ÅManaging IP addresses for DHCP clients

ÅAbout the BIG-IP system as a DHCP relay agent

ÅServer listens on 67, client on 68 UDP

Configuring the BIG-IP System as a DHCP Relay Agent:

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-

manager-implementations/configuring-the-big-ip-system-as-a-

dhcp-relay-agent.html

Configuring the BIG-IP System for DHCP Renewal:

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-

manager-implementations/configuring-the-big-ip-system-for-

dhcp-renewal.html

Objective 1.03
Given a set of requirements, assign IP addresses 

Example DHCP Relay Agent Configuration

Example DHCP Renewal Agent Configuration

https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-as-a-dhcp-relay-agent.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
https://techdocs.f5.com/en-us/bigip-17-0-0/big-ip-local-traffic-manager-implementations/configuring-the-big-ip-system-for-dhcp-renewal.html
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Identify a valid MAC address

MAC address

ÅKnown as the hardware address while the IP address 

is the logical address of the device.

Å6 groups of 2 hexadecimal digits (0-9,a-f), 48 bits

ÅMAC addresses can appear in several formats

Objective 1.04

en0: flags=8963<UP,BROADCAST,SMART,RUNNING,PROMISC,SIMPLEX,MULTICAST> 

mtu  1500

 ether 28:cf:e9:1b:ae:91 

 inet6 fe80::2acf:e9ff:fe1b:ae91%en0 prefixlen  64 scopeid  0x4 

inet 192.168.69.109 netmask 0xffffff00 broadcast 

192.168.69.255

nd6 options=1<PERFORMNUD>

media: autoselect

status: active

28:cf:e9:1b:ae:91 

28cf.e91b.ae91 

28-cf-e9-1b-ae-91 
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Define ARP and explain what it does

Address Resolution Protocol (ARP) is a telecommunications protocol used for resolution of network 

layer addresses into link layer addresses, a critical function in multiple-access networks.

Objective 1.04

arp who-has 10.128.10.6 tell 10.128.10.68

arp reply 10.128.10.6 is-at 02:07:01:00:01:c4
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State the purpose of a default gateway

Default Gateway

A default gateway is the node in a computer network 

using the internet protocol suite that serves as the 

forwarding host (router) to other networks, when no 

other route specification matches the destination IP 

address of a packet.

The Default Gateway is also known as the 

Gateway of Last Resort

Objective 1.04
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Explain why a route is needed

ÅPart of managing routing on a BIG-IP system is to add static routes for destinations that are not 

located on the directly-connected network.

ÅRouting is the process of selecting a path for traffic between networks or across multiple networks

Å https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-

routes.html

Å Dynamic routing protocols supported:

Å BGP4, IS-IS, OSPFv2, OSPFv3, PIM, RIPv1, RIPv2, RIPng, (BFD is static)

Objective 1.05

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-routes.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-tmos-routing-administration-14-1-0/static-routes.html
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Explain network hops

Network hops refers to the number of 

networking devices between the sending 

unit and the final destination of the 

communication.

Some or all of these devices can make 

changes to the datagram in the flow and 

some dynamic routing protocols use hop 

count as a metric in determining the best 

path.

Objective 1.05
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Given a destination IP address and routing table, identify a route to be used

ÅRoute Tables ï The routing table is built automatically, based 

on the current TCP/IP configuration. The computer searches 

the routing table for an entry that most closely matches the 

destination IP address.

ÅNetwork Destination ï The network destination is used with 

the netmask to match the destination IP address. 

ÅGateway ï The gateway address is the IP address that the 

local host uses to forward IP datagrams to other IP networks. 

ÅInterface ï The interface is the IP address that is configured 

on the local computer for the local network adapter that is 

used when an IP datagram is forwarded on the network.

ÅMetric ï A metric indicates the cost of using a route, which is 

typically the number of hops to the IP destination. 

Objective 1.05

The BIG-IP system contains two sets of routing tables:

The Linux routing tables, for routing administrative traffic through the management interface

A special TMM routing table, for routing application and administrative traffic through the TMM interfaces
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Object Definitions

ÅA node is a logical object on the BIG-IP® system that 

identifies the IP address of a physical resource on the 

network.

ÅA pool is a logical set of devices, such as web servers, that 

you group together to receive and process traffic

ÅA pool member consists of a server's IP address and service 

port number. An example of a pool member is 10.10.10.1:80

ÅA virtual server is a traffic-management object on the BIG-IP 

system that is represented by a virtual IP address and a 

service, such as 192.168.20.10:80

Manual: BIG-IP Local. Traffic Management: Basics

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-

management-basics-14-1-0.html

Objective 1.06
Define ADC application objects

https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0.html
https://techdocs.f5.com/en-us/bigip-14-1-0/big-ip-local-traffic-management-basics-14-1-0.html
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Define load balancing including intelligent 

load balancing and server selection

Distribution of Load ï The distribution of 

inbound requests and processing of load 

responses across a group of servers.

A Load balancing method is an algorithm or 

formula that the BIG-IP system uses to 

determine the server to which traffic will be 

sent. 

ÅDefault load balancing method - Round 

Robin

K42275060: Load-Balancing Methods - 

https://my.f5.com/manage/s/article/K42275060

Objective 1.06
Round Robin ï The system passes each new connection request to the next server in line, eventually 

distributing connections evenly across the array of machines being load balanced.

Ratio ï The number of connections that each machine receives over time is proportionate to a ratio 

weight you define for each machine within the pool.

Fastest ï The system passes a new connection based on the fastest response of all pools of which a 

server is a member. 

Least Connections ï The system passes a new connection to the node that has the least number of 

current connections out of all pools of which a node is a member.

Weighted Least Connections ï The system uses the value you specify in Connection Limit to 

establish a proportional algorithm for each pool member. The system bases the load balancing 

decision on that proportion and the number of current connections to that pool member.

Observed ï The system ranks nodes based on the number of connections. Nodes that have a better 

balance of fewest connections receive a greater proportion of the connections.

Predictive ï Uses the ranking method used by the Observed (member) methods, except that the 

system analyzes the trend of the ranking over time, determining whether a node's performance is 

improving or declining. The nodes in the pool with better performance rankings that are currently 

improving, rather than declining, receive a higher proportion of the connections.

Least Sessions ï The system passes a new connection to the node that currently has the least 

number of persistent sessions.

Ratio Least Connections ï The system selects the pool member according to the ratio of the number 

of connections each pool member has active.

https://my.f5.com/manage/s/article/K42275060
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Explain features of an application delivery controller

A common misconception is that an Application Delivery 

Controller (ADC) is an advanced load-balancer. This is not an 

adequate description.

An ADC is a network device that helps applications to direct 

user traffic in order to remove the excess load from two or more 

servers.

In fact, an ADC includes many OSI layer 3-7 services which 

happen to include load-balancing. Other features commonly 

found in most ADCs include SSL offload, Web Application 

Firewall, NAT64, DNS64, and proxy/reverse proxy to name a 

few.

They also tend to offer more advanced features such as content 

redirection as well as server health monitoring.

Objective 1.06
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Explain benefits of an application delivery controller

Efficiency ï An application delivery controller (ADC) can improve the 

efficiency of the servers for which it manages application requests.

Performance ï Application performance can be improved with features like 

compression, caching, protocol optimizations, connection management and 

intelligent load-balancing algorithms.

Reliability ï An ADC provides reliability by ensuring that requests are sent 

only to available servers, redirecting requests when a server is down for 

maintenance or is unresponsive 

Security ï Protect applications with DDoS protection, rate limiting, 

blacklisting, whitelisting, authentication, resource obfuscation, SSL, content 

encryption and application web firewall and SSL VPN.

Capacity ï In order to architect a solution that uses a pool of servers and 

balance requests across them to increase capacity, throughput and support 

more users.

Scalability ï With an ADC you can add more servers to scale up as 

demand increases without downtime or impact.

Objective 1.06
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Section 2: 
Troubleshooting
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Identify application and network errors

ÅIdentify general meanings of HTTP error codes 

ÅIdentify possible reasons and methods for connection termination 

ÅIdentify possible causes for failure to establish connection

Objective 2.01
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Identify application and network errors

ÅIdentify general meanings of HTTP error codes 

Objective 2.01
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Identify application and network errors

ÅIdentify possible reasons and methods for connection termination

Objective 2.01
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Identify application and network errors

ÅIdentify possible causes for failure to establish connection

Objective 2.01
Service Number

FTP data 20

FTP CMD 21

SSH 22

SMTP 25

DNS 53

HTTP 80

Kerberos 88

NTP 123

SNMP 161

LDAP 389

HTTPS 443

Syslog 514

iQuery 4353



©2024 F579

Given a scenario, verify Layer 2 mapping (ARP)

ÅExplain one-to-one mapping of MAC to IP

ÅGiven a network diagram or ARP command output, determine if ARP resolution was successful

ÅExplain the purpose of MAC masquerading

Objective 2.01
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Given a scenario, verify Layer 2 mapping (ARP)

ÅExplain one-to-one mapping of MAC to IP

Å[root@bigip-a1:Active:Standalone] config # tmsh show net arp all

Objective 2.02

ÅTroubleshooting ARP

ÁRESOLVED

Á INCOMPLETE

ÁDOWN
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Given a scenario, verify Layer 2 mapping (ARP)

ÅGiven the ARP command output, determine if ARP resolution was successful

ÅARP resolution

Å[root@bigip-a1:Active:Standalone] config # tmsh show net arp all

Objective 2.02
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Given a scenario, verify Layer 2 mapping (ARP)

ÅExplain the purpose of MAC masquerading

Objective 2.02
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Given a scenario, verify traffic is arriving at a destination

ÅExplain how to acquire packet captures 

ÅView a packet capture and identify source and destination 

ÅInterpret statistics to show traffic flow

Objective 2.03
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Given a scenario, verify traffic is arriving at a destination

ÅExplain how to acquire packet captures

ÅTCPDUMP

ÅTMUI Caputre

Objective 2.03
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Given a scenario, verify traffic is arriving at a destination

ÅView a packet capture and identify source and destination

Objective 2.03


